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Executive summary

This document presentke scenarios defined in the frame of task 6.4 of PEGASE to assess the
quality of results and the computational performances of the Full Accuracy Dynamic Simulation

prototype.
The target use of the algorithm implemented in the prototype is offline, hagheay, dynamic
studi es. Test scenarios have b®peciiicatidredftheed f ol

methodology for prototypes validatigji] using partners experience in transmission systems
operation and studie$he following partners participated in the creation of these scenarios

Russian TSO, SQPS

Turkish TSO, TEIAS

Croatian TSO, HEP

Romanian TSO, Transelectrica

French TSO, RTE

Russian consultancy company, Energoset Project

Riga Technical University

The scenarios show large diversity in terms of size, scale of the impacted area, time scale, and

overall complexity, coveringan asbroadaspossible variety of dynamical phenomenihat
could not have been achieved without the involvement of these partners.

=4 =4 =4 -4 -8 -8 -9

Two different models of transmission systems, developed in T6.3, haverizely used. The

first one represents the intermection of the European and Turkish systems. It includes complex
controls and usedefined dynamic models, including complex generators regulations, HVYDC
models, wind farm models... Around 16000 nodes are represented. All of this adds up to a very
largesystem of 126000 variablesonsistent withWP1 specifications. The second one is a model

of the IPSUPS system, consisting in real data from 2008. 2400 nodes are represented, which
ends up in an averagize system of 16000 variabledn additional modehas been used as a
Airobustness testo: i t 6s a n constititiegracystarmaf £4000 n o f
variables.

The best performance improvements for the variable time step algorithm, identified in WP4,
have been reintegrated in EUROSTAGtwsarg7], version 4.5, to create the prototype. While
the underlying variable step algorithm guarantees a required accuragyptotypecomputation
speedhas leen compared to thgtandard commercial version 4.5 of EUROSTARuNS have

been performed on a fast muttire standalone machine.

The prototype achieved a reduction of computation time of 35% in avékagequiredn WP1
functional specificationghe @mputation time is less than 15 minutes for all scenaaitisough
all of them are simulated for more than 20s as was initially specifiegistill slightly above 5
minutes for a few scenariposharacterized by their complexity. The robustness tetheextra
large EuropeRussia system also achieves great performancecaWeherefore consider that the
prototype reached the required objectives and more in terms of performances.

The feedback collected from testers is also very posifike.improvemets of performances are
perceived as impressive and valuable by all partiérs.general advice can be summarized by
fiSpeed is everything for that kind of tal

Although most TSOs do not have a grid model large enough to use the prototype to its full
potential, it will be useful for large scale studies (irteea oscillationsinterconnection studies

impact of modification of the inteFSO capacities.). PEGASE prototype would greatly simplify

the modelling effort and improve the result quality in tkiisd of study avoiding the additional

effort spent to obtain reduced equivalent models considered as@Powe r f ul i nstr ume
futurepr obl.ems 0

The modelling flexibility is also highly appreciated. Block diagrams give the possibiléggity
ard rapidlycreatea huge variety of usatefined equipments, regulations or protections.

Overall, the prototype is perceived as a powerful tool both for the operational stability studies
and for prospective, research studies.
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1. Introduction

COOPERATION

This document pients the scenarios defined in the frame of task 6.4 of PEGASE to assess the
quality of results and the computational performances of the Full Accuracy Dynamic Simulation

prototype.

The target use of the algorithm implemented in the prototype is offligk,dtcuracy, dynamic

studi es.

Test

scenarios have b®peciiicatidredftheed f ol

methodology for prototypes validatigi] using paimers experience in transmission systems
operation and studie$he following partners participated in the creation of these scenarios.

Organization

Country

Participants

SO-UPS(1so) | Russia E. Bogdanov, I. Romanov, A. Smirnov, A. Vinogradov
TEIAS (TSO) Turkey M. Kara

HEP (Ts0) Croatia A. Andric

TRANS (TS0) Romania | R. Balaurescu

RTE (TSO) France S. Leclerc

ESP (Consultany | Russia A. Rubtsov, A. Egorov

RTU (University) | Latvia V. Stelkovs, AUt Un s

The scenarios show large diversity in terms of sizale of the impacted area, time scale, and
overall complexity, covering an dsoadaspossible variety of dynamical phenomena. That
could not have been achieved without the involvement of these partners.

Two different models of transmission systems,aleped in T6.3, have been mainly used: one

represents the interconnection of the European and the Turkish grid, the other one represents the
IPSUP S system.
interconnection of Russia and Bpe, constituting a system of 140000 variables.

An addi tional mo d e | has been |

For each scenarigerformances have beenmpared to thetandard commercial version 4.5 of
EUROSTAG on a fast multcore machingin order to evaluate thachievements of the
improvements from WP4 researichterms of speed

Open feedback has also been collected directly from the testers, through a workshop dedicated to
the presentations of scenarios and results, which was an opportunity to discuss the potential
applications of the prototype.

The documentwill first remind briefly the prototype features, the test environment and
configuration. Then the objectives for the prototype are reminded, together with the methods
chosen to evaluate the results. The network models used for testing are also bsmflyede

After a paragraph giving an overview of the test scenarios, the report goes into detailed
descriptions of each one of them and the associated results and conclusions, on both accuracy

and speed aspects. In a last part, we summarize the overellisions of those tests, together

gener al feedback gathered from fAoper at

with the

performing the tests.

Date: 26/06/2012 Page: 10
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Prototype features

Hereafter areeminded very briefly the prototype featuréssted througlhe scenarios described
in the following paragraphs. For more details, please refefetiverables D4.part 3 Fu | |
Accur acy [#raodo tDigoettimidi requirements fosimulation of large network
extreme scenariogl].

Objectives

The targeted use of the prototype is to perform offline dynamic stability studies, with a high
accuracy (chosen by the user), on very large systems aseMiare conditions (multiple outages,
system splitting, etc.) and/or with unusual devices or o&tr

The time constraint targeted by this prototype is to be able to simulate fast dynamic transients

during 20 s on a 125 000 variable system (at least 10 000 nodes)avitbimputation time of5
minutes (minimal requirementhd hopefully 5 minutes (tget).

Advances

The dafull accuracyo prototype i s HEUJRGSIAGoNn a
software The dynamic simulation algorithm is a variable timestep integration algorithm, which
adapts its integration step to obtain the required acgurn the prototyp@rototype tested in

this deliverable the following improvements were implemented in order to improve the
performances:

91 Parallelization of the function and jacobian evaluations
1 Use of a more efficient library for linear algebra opiera (KLU)
1 Sequential optimization and memory rationalization

They were chosen among several algorithmic improvements tested in the frame of WP4 since
they presented the best speedup.

Date: 26/06/2012 Page: 11 DEL_WP64 D63 Part31 full_accuracy_simulation
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3. Prototype evaluation
3.1 Hardware

For our demonstrations, thiull AccuracyS mu | at i o nhas beenanstalléd ynq eun on
a standalone computer bought during last year of project (SEIYA), in Tractebel premises. Here
are its main characteristics:

1 2 processors X5690 (6 cores, 3.45 Ghz) : 12 cores ;
1 48 GB 1333 memory;

1 High speed hard drives;

1 Windows 2008 R2 server.

More details on the testing environment and conditions which have been set up for performance
measurements may be found in Annex 2 of this deliver@bl@:6-AnBex 2WP3&4 Prototypes
i Performance evaluatiocondition®[3].

3.2 Evaluation

As mathematical principles of thenderlying algorithm have been unchanged fratandard

EUROSTAG softwarg], the evaluation of the prototype will only focus on the performances
aspectsand not on the accuracy achieved by this algorithm

However, testers were also expected to khect h a t the system would beh:
expected.

In order to assess the performance gains made possible by the algorithm improvements
implemented in the frame of WP4, CPU time were compared for all simulations between 2 runs
performed on:

I Standad commercial version 4.5 @UROSTAG
1 The prototype using 10 cores and the new KLU library.

Default parameters have been used for all simulations.

As reminded above, the target defined by WP1 is to be able to simulate fast dynamic transients
during 20 s o a 125 000 variable system (at least 10 000 nodes) within 15 minutes (minimal
requirement) and hopefully 5 minutes (target).

Date: 26/06/2012 Page: 12 DEL_WP64 D63 Part31 full_accuracy_simulation
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4, Network models

We remind here the main characteristics of the transmission network modete psefbrm our
demonstrations. For more details please refer to the report about test cases customization in
Annex of this documeritD6.3-Annex1: Test cases customization and validadif2].

Two base models have been used: the first one is representative of the interconnected European
andTurkishnetworks, the second one amodel of the IPS/UPS system.

A variant of the first one haalsobeen crated by increasing wind generation in order to better
represent the future energy mix of the European system, aradging of the two cases has also
been used to test the prototype capabilities on datge systems.

4.1. European and Turkish systems

This moeel is based on a merging of the 2 following:

1 Aload flow model of the TurkiskEHYV grid provided by TEIAS, which consists in real
static data

1 A load flow model ofUCTE EHV grid, consisting in fictitious but realistic static data,
provided and disclosed lige UCTE

Upon that static model, dynamic data were built. We remind here the main characteristics, for
more details please referfi®6.3-Annex1: Test cases customization and validadi¢g].

4.1.1. Overalldescription

The structure of the network has been enriched by includingugteipansformers for all
generators, and 2 levels of -twad tap changers for all loads, in order to bé& ab better
simulate all kinds of phenomena, for instance voltage collapse.

The following table summarizes the size of thsultingmodel

Nodes 16578
Lines 14044
Transformers 9654
Generators 3240
Wind farms 707
Total wind power 38 GW
HVDC 2VSC,1LCC
Total load 400 GW

As required in the objectives of the prototype, it adds up to aery large system of around
126000 variables

4.1.2. Dynamical models

Each generator has been association with a type of primary energy source, trying to respect the
natioral energy mixes as described in the official ENTBGtatistics.

For synchronous machinesa classical 4vindings rotor representation has been used. For each

type of generation units (nuclear, hydr o, oi |,
parameters: inertia, direct/quadratic resistance, reactance, transient grahsigmt reactances

and associated time constantsé

All machines are associated with:

1 Typical speed governor according to the type of generation

1 Standard models of exciter +Itage regulator (AVR) + power system stabilizer (PSS)
for most machines

T More complex A4 | oopsodo PSS model s, using 4
plants
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1 Secondary voltage regulation for some machiseseral machines regulating the same
voltaget hr ough a common @l evel d indicator regul
1 Under and over voltage and frequency relays

For wind farms and HVDC VSCs, dynamic modeal designed and validated in the frame of
Work Package 5 k& been used. For details, pleaseerefo deliverableD 5 . Modelliing
requirements for the ETRart 3: Toolbox fomodellingETN componeni3|6].

For HVDC LCC, the model proposed in the standard library of EUROSTAG software has been
used.

4.2. European and Turkish systems20% wind production variant

A variant has been derived from theepiously described model of Europe and Turkey, by
increasing the amount of wind farms. The objective was to have a grid more representative of the
future energy mix than the current one, with wind power representing around 20% of the total
production.

In order toachievethis, the power produced by wind farms has been increased from 38GW in the
base model to 75MW. The output of existing wind farm has not been increased, while new ones
have been added all over the network in order to be more representatigedecentralization of

this type of production.

The following table summarizes the characteristic of the resulting model, slightly different from
the previous one.

Nodes 16578
Lines 14044
Transformers 9654
Generators 3240
Wind farms 3244
Totalwind power 75 GW
HVDC 2VSC,1LCC
Total load 400 GW

The total load has not been changed: to compensate for the increased wind power, other
generators had their generation decreased.

A behaviour slightly different from the base model will be expected.

4.3. IPS/UPS system

This model represents the IRES power system: it includes powers systems of RuBaltic
StatesUkraine KazakhstanKyrgyzstan Belarus Azerbaijan Tajikistan Georgia Moldovaand
Mongolia It was provided by the system operator-8RS, and consists in real data from 2008.

4.3.1. Overalldescription

Model represents the power flow, which is close by its characteristics to the winter peak load
conditions (total consumption is equal to 196200 MW). Network structure corresponds to the end
of 2008. The 110 kV and below network is represented by equivalents. All 220kV and above
network is saved for UPS of Russia, IPS of Byelorussia, b&rdaltic States & Kazakhstan.

Nodes 2439
Branches 4321
Total consumption 196 GW
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[ Voltage levels | 220KV to750kV |

Overall it adds up to a middlesize system ofnore than 16000variables.

Dynamical models

All generators that arasedfor the primary frequency control are equipped with turbines and
governors models.

Additionally, the gneratos are euipped by models oéither thyristor exciters or brushless
exciters,and of AVR with or without PSS. For descriptions of those models please refer to
Annex 1fiD6.3-Annex1: Test cases customization and validadif#).

Extra-large system: Europeand IPS/UPS

An additional fextra | argeo model has been
system and of IP®PS through AC tie lines. Same dynamiwdels as described in the
corresponding paragraphs are used.

Nodes 17790
Lines 16353
Transformers 9880
Generators 4331
Total load 570 GW

Overall it adds up to an extra-large system 0f140000variables.
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Scenarios overview

Followings peci fi cati ons Spécificdtien df thee methbdblegy fbBrGrotdtypés
validationd[1], a number of test scenarios have been developed by the following consortium
partners:

SO-UPS: Russia TSO.

TEIAS: Turkey TSO.

HEP: Croatia TSO.

Transelectrica: Romania TSO.

RTE: France TSO.

ESP: Russian consultancy company
RTU: Riga Technical University

=8 =4 =4 -4 -8 -89

Some scenarigsuggested by those partnedsyiate from the aforementioned specifications, in
order to be more representative of the real use cases of dynamic simulation tools.

This paragrap aims at providing the reader with an ovewief the set of test scenarios.

Table of scenarios

Thetablebelow summarize some of their characteristics, shogia large diversity in terms of
size, scaleof the impacted areante scaleand overall comgixity.

The table underlines scenarios that put a special emphasie arse of usedefined models,
either of FACTS, protections, or other regulatiormwever it has to be noted that user
defined models are used in all the simulationssécondary voltagecontrol, complex 4 loops
PSS, HVDC VSC, wind farms...).

The following abbreviations are used in the table:
1 UFLS = Under Frequency Load Shedding
9 UVLS = Under Voltage Load Shedding
1 OOS = Out Of Step automaton
1 TS = Transformer Saturation
1 FDI = Frequencypependency of Impedances
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Involved pheonomena User
Time defined
Scenario Size Complexity| Scale | scale models Other Paragraph
Voltage set point change, Kola NPP | Intermediate| Simplest Local 6
Voltage set point change, Slovenia Large Simplest Local 7
Voltage set point change, Romania Large Simplest Local 8
Fault close to Kalinin NPP Intermediate| Simple Local 9
Fault close to German power plant Large Simple Local 10
Fault close to Czech power plant, stal Large Simple Local 11
Fault close to Iltatskaray, exttarge Extralarge Simple Local 12
system
Voltage collapse in France, by RTE Large Average Local, Slow 12
extended
Voltage collapse in France, by ESP Large Average Local, Slow 14
extended
Voltage collapse in France with Centralized
- . Local,
centralized regulation Large Average Slow voltage 15
extended g
regulation
Voltage collapse in ltaly Large Average Local, Slow 16
extended
Cascade_to Bl @1 [ @ (W £ Intermediate| Complex Wide UFLS 17
Belorussia
Cascade to islanding of Spain and Large Complex Wide 18
Portugal
ROV EI] W ASIERESS Intermediate| Complex Wide UVLS 19
system
Out of step to islanding of Kola Karelid Intermediate| Complex Wide UFLS 20
Out of step to islanding of Slovakia Large Complex Wide 00S 21
Splitting of Turkish grid leading to Large Complex Wide 22
voltage collapse
Splitting of 'I_'urk_lsh grid leading to Large Complex Wide Tlelln(_es 2
desynchronization from Europe protection
Splitting of Turkish grid leading to sub| Large Complex Wide 22
area blackout
Inter-area oscillation with centralized ] Centralized
PSS Large Complex Wide PSS 23
el o AC e Tt (O Fv 2 Large Simple Local Fast | HVDC VSQ 24
FranceSpain
Increased wind power and loss of 2 Large Simple Wide Wind farm 25
nuclear generators
Voltage support from wind farms on 3 Large Simple Local Wind farm 26
phase fault
High yoltage, transformer saturation, i Intermediate| ~ Simple Local TS 27
Russia
High vqltage, transformer saturation, i Large Simple Local TS o8
Slovenia
Generator CUED |n‘Ru35|a, Intermediate| Simple Local 29
impedances depending on frequency FDI

Voltage set point change on Kola NPP generator

Keywords:Voltage set point

The voltage set point of Kola NPP generator is increased by 10%.

Voltage set point modification in Slovenia

Keywords:Voltage set point

The voltage set point of a generator at the border between Croatia and Slovenia is decreased.
Voltage decreases while nearby generation units increase their reactive output to hold their set

points.
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5.4. Voltage set point modification in Romania

Keywords:Voltage set point
The voltage set point of a small generator (48 MVA) in Romania is increased by 10%.

5.5. Critical clearing time computation close to Kalinin NPP (Russia)

Keywords:Machine stability, 3ohase fault, 750 kV

In this scenan, thecritical clearing timefor a short circuitat Kalinin NPPsubstation, orr50kV,
is computed. The marginal stable and unstable simulations are then performed.

5.6. Critical clearing time computation on IPSUPS+Europe+Turkey system

Keywords:Machine stabity, 3-phase fault, 500 kV, extdarge

In this scenario, theritical clearing timgfor a short circuibn 500kV busof Itatskaya substation
(close to generators of Berezovskaya SRPfomputed The marginal stable and unstable
simulations are then perimed. The computations are performed on the interconnection of IPS
UPS, Europe, and Turkey.

5.7. Critical clearing time computation near German nuclear plant

In this scenario, the critical clearing tinfier a short circuitclose to a German nuclear power
plant on400kV, is computed. The marginal stable and unstable simulations are then performed.

5.8. Critical clearing time computation near Czech power plants

In this scenario, the critical clearing tirf a short circuitlose to severalzech thermabower
plants, or400kV, is computed. The marginal stable and unstable simulations are then performed.

5.9. Voltage collapse in France, RTE

Keywords:Voltage collapse, slow dynamics, tap changers, undiage relays

The scenario simulates a loss of 2 parallel lineSranceJeading to a sequence of events typical
of voltage collapses:

Voltage starts to drop

Load tap changemareactivated to restore load voltage

Some nearbye@nerators reactineir maximum reactive power capability
Some nearbyeneratorgettrippedby their undetvoltage protection
Voltage collapse

The simulation is run on the model of European and Turkish systems.

=A =4 =4 -4 -4

5.10. Voltage collapse in France, ESP

Keywords:Voltage collapse, slow dynamics, tap changers, unditéage relays

The scenario simulates another case of voltage collapse in France, caused by the tripping of 3
lines. The eventareas follows:

Voltage starts to drop

Load tap changers are activated to restore load voltage

Some nearby generators reach their maximumixeapbwer capability
Some nearby generators get tripped by their undiage protection
Voltage collapses

=A =4 =4 -4 A

5.11. Voltage Collapse in Italy
Keywords:Voltage collapse, slow dynamics, tap changers, undiage relays
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Line openings in Italy lead to voltagellapse.

5.12. Voltage collapse in France and centralized voltage control

Keywords:Voltage collapse, slow dynamics, tap changers, undiéage relayscomplex control

The scenario is based on a previous voltage collapse scenario in France. It is sligHtgdmeodi

that the 13 generators belonging to 2 different power plants in the affected area get coordinated
by a centralized voltage regulation. The input of this control is the voltage measured in a nearby
400kV substation.

5.13. Cascade of outages leading to &hding and resynchronization of IPS of
North West and Belorussia

Keywords:lslanding, cascading, undé&equency load shedding, resynchronization

750 kV interconnectiorbetweenlLeningrad and Kalinin NPP substations tripped Other
interconnections betwa IPS of Center and IPS of Noifest and Belorussia are overloaded.
Theyare trippedby the emergency (thermal) protection: the system is split in 2 pgartguency

in the IPSs of NorttWest and Belorussia decreadaut get restored by under frequenogd
shedding, leaving the way for resynchronization.

5.14. Cascade of outages leading to islanding and resynchronization of Spain and
Portugal

A 400KV interconnection between France and Spain is tripped, leading to overload and tripping
of the remaining intercarections by their thermal protections. Spain and Portugal are then
islanded and their frequency drops. Unftequency load shedding restores frequency in the
area, while generators get shut down in France to decrease frequency. Resynchronization is then
successfully performed.

5.15. Events leading to blackout of Komi and Arkhangelsk system

Keywords: Islanding, overload relays, blackout, undeitage load sheddinguserdefined
protection

The tripping of a generator in Komi amstkhangelsk system leads to awerload of the 2
interconnections with the rest of the system. The area gets islanded and the frequency decreases,
leading to undefrequency tripping of some more generators. The voltage drops in the area, and
load is shed by underltage load sheddingutomaton. Eventually one more generator is tripped

by its overspeed protection, and all generators get subsequently tripped fromspeeet,

leading to blackout of the area.

5.16. Load increase leading to islanding of Kola Karelia area
Keywords:lslanding, otrof-step, undefrequency load sheddingserdefined protection

A load increase in Kola Karelia area causes voltage decrease and the area starts to lose the
synchronism. The line linking the area to IPS of North West is opened by eof-step
automata, islanding the are@&requency decreases in the area, but load shedding successfully
restores it to almost 50 Hz.

5.17. Islanding of Slovakia by outof-step relay
Keywords:Islanding, owof-step underfrequency load sheddingserdefined protection
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Intercannections are opened so that Slovakia is fed by only 2 remaining interconnections. A short
circuit on 1 of them leads to its opening to clear the fault, and the second one gets tripped by an
out-of-step relay. Frequency decreases in Slovakia but getsegdby undefrequency load
shedding.

5.18. Inter area EastWestoscillations and centralized PSS efficiency

Keywords:Inter-area low frequency oscillations, us#fined regulation, centralized control

This scenario simulates wide irt@rea oscillations @.28Hz between Western and Eastern parts
of the European system, provoked by the tripping of a Spanish nuclear power plant.

Additionally, the effect of a Acentralized PSS
several country to generate a gifffeeding several generators.

5.19. Splitting of Turkish Grid leading to several variants
Keywords:lIslanding, undefrequency load shedding, voltage collapse,-asdinedprotection

This scenario is actually composed of 4 variants based on a common stariplax fault leads

to the splitting of Turkish grid into subnetwork A including most of Asia network, isolated, and
subnetwork E including the European part of the Turkey network and a small part of the Asian
network, connected to the European netwaitk a large deficit.

Starting from this point, 4 scenarios are simulated:
Scenario 1 no disconnection from the European griditage collapsgin Turkey

Scenario 2:no disconnection from the European gridjtage collapse in Turkey, everdower
than in scenario 1 due tghtenedgeneration limitations

Scenario 3:tie-line automatoncauses theaslanding of Turkish gridas a wholefollowed by
successful underequency load sheddirig the Europeaside Turkish system

Scenario 4:islandingof a subarea of Europeaside Turkish grid, on low voltage criterion,
leading to failure of undefrequency load shedding, uneesltage relays action artdackout of
thesubarea

5.20. Closing line in parallel with HYDC VSC France-Spain Link

Keywords:HVDC VSC, pover set point, fast dynamic

A line is closed in parallel with the HVDC link between France and Spain. The HVDC returns to
its active power set point in some milliseconds, while the exchangeS-i& redistributed
between the AC interconnections.

5.21. Increased wnd power and loss of 2 nuclear generators
Keywords:Frequency deviation, wind farms, usiafined regulation

This scenario simulates the loss of 2 generators in France for an amount of 1700 MW, in the
interconnected European and Turkish systems. Theomespin voltage and frequency is
investigated on the base model and on a variant where wind power has been increased to 20% of
total generation.

5.22. Voltage support from power farms on 3 phase fault
Keywords:Short circuit, voltage dip, wind farms, usgefined regulation
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The scenario simulatesshort circuit on 400 kV close to nuclear power plant in France, on the
interconnected European and Turkish systérhs. voltage response of the system is investigated
on the base model and on a variant where ianchs have been added to represent 20% of total
generation. Behavior is also compared with and without specific voltage support regulation on
these additional wind farms.

5.23. Transformer saturation effect
Keywords:High voltage transformers saturation

The senario simulates the disconnection of 3 shunt reactors on 750 kV, in order to raise voltage.
It is performed with and without representation of transformers saturation.

5.24. Transformer saturation effect in Slovenia
Keywords:High voltage, transformers saturati

The voltage set point of a generator at the border between Croatia and Slovenia is drastically
increased in order to simulate the effect of transformer saturation when voltage rises. The
simulation is performed with, and without representation of foamers saturation.

5.25. Generator outage and impedances depending on frequency

Keywords:Generator outage, frequency dependency of impedances

The scenario simulates the tripping of a large generator. The simulation is performeshdavith
withoutimpedancesdepending on frequency
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Set-point changeon the generator installed at Kola NPP(SO
UPS)

The scenario is a simulation sétpoint changeon thegenerator installed at Kola NPP (node#
401017) The devel oped scenar iChecking ficlity an generatot sets t
point change The developed scenario includes following events:

1 10% step change of the voltage-peint of the excitation controller (installed at the
generator of Kola NPP).

Scenario description

Generator of Kola NPP is equippesiith static excitation system with higierformance
excitation controllerAt t =1 s. the 10% step change of the voltagepsétt of the excitation

controller (installed at the generator of Kola NPP) is performed. At t = 500 s. the simulation is

over.

Simulation results

Voltage evolutionand Excitation systemb6s output

proc

FiguresFigure6.1 andFigure6.2d escr i bes Kol a N P-pointgreodifieatiomt or 6 s 1

(output of the macrblock placed at the input of the voltage regulator) and corresponding
voltage evolutionag e ner at or 6 s Db(noded 401017). Kol a NPP

118

Dutp. bock 38, puL

114

—Cutp._biock_301_ARVEF_machine 801017
1.4

Figure 6.1: 10 % set-point modification
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Figure 6.2: Voltage at generators terminals
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Active power of the generator installed at Kola NPP.
The active power of the generator (# 401017) installed at Kola NPP are presehigdref.3.

232
P

=P _machine_401017 ||

I

[ i

4 £ L] T ] ] 10

Figure 6.3: Active power of the generator installed at KolaNPP

Performance assessment

Results of our performance runs are presented in the table below, stmwimgprovementof
40%, compared to the chosen referendss for all scenario implemented on IRES system,
the simulation time is also below the limit required in functional specifications.

prototype

standard | reduction*

CPU time

3s

5s 40%

Conclusions

The prototype proved able to representmeht modification of the generator.

It shows a40% reduction oftomputation timecompared with the chosen referenés. for all
scenario implemented on IR#PS system,he simulationis significantly fasterthan the 5

minutestarget

! Computation timeeduction compared to the reference sthhdardT protd/ T standard
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7. Generator setpoint changein Slovenia(HEP)

The scenario is a simulation on thdeirtonnected European and Turkish grid of generators
SILI40, SILI41 and SILI42 voltage setpoint modification. Voltage regulator setpoint was
modified from 1.098 to 0.9000-(-18%). The consequences include:

1 Voltage deviations in the node generators areneoted to and nearby nodes. Finally
voltages are settled at new, lower values.

1 Nearby generators change their reactive power injections &r twdrestore voltage set
point.

7.1 Scenario description

Following parameters were used for simplified accuracy pypéo
91 Default values of accuracy parameters

Following parameters were used for full accuracy prototype: :
91 Default values of accuracy parameters

1 Accuracy parameter was varied betweeHsland 10s in order to check fidelity of the
full accuracyalgorithm

Int =5 s voltage regulator setpoint of generators SILI40, SILI41 and SILI42 was modified from
VREF = 1.098 to VREF = 0.900. System was observed during 15 s after setpoint modification.

00675821 0087662

0067311
SET-POINT @VREF

1.098

0.900
OHVO009074— @'@ 0067411
00675922

X0878021

;"‘
e )—
LO61041 SILI L61021 MOB1281 O

O)
LHW&&t\t’D(‘-"O951

P~ LOB0962 I

OHV01206

IHY
(@) S LHVO01160
L06103 L060931

L0B0942
LHV01313 V00368

LMV00368
LO61011
L061002
LHV00814 01123 HO504721
9711

Figure 7.1: Area description and events for simplified solution
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Simulation results

Voltage evolutionand units response during simulation:

Reactive power injections in generators nodes were reduced in order to reach new voltage
setpoint value (units SILI4D SILI42 reducedts productions for 75MVAseach, aggregatély
(seeFigure 7.2). This event caused voltage deviations in the node generators are connected to,
and nearby nodes (sE&gure7.3). Finally voltages are settled at new, lower values.

As illustrated inFigure 7.4, nearby generators change their reactive power injections in order to
restore voltage set point as befaredification (e.g. units SIHY17i SIHY 34 raised its
production forSMVAr -s eachaggegately).
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Figure 7.2: Modifying SILI40 voltage regulator set point
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Figure 7.3: Voltages evolution
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Figure 7.4: SIHY?21 reactive power injection

As requiredin the specificatiors, largegeneratiorunit is trippedwhich causedvoltagedeviation
in the network, andhftereventfollowed usualbehaviourof the powersystem: unitesponse, 8T
tap change, voltagegulation on transformers
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7.3. Performance assessment

Resultsof our performance runare presented in the table belJashowingan improvementof
32%, compared to the chosen referendgiven the simplicity of the scenario tilsémulation is
also significantly faster than the 5 minutes target.

prototype | standard | reduction*
CPU time 21s 31s 32%

7.4. Conclusions
The behaviour of the system is consistent with expectations: reactive power and voltage decrease
following setpoint modification, while other generators increase their reactive output to
compensate.
The simulation run82% faster than the reference and in significantlyjless tharthe 5 minutes
target.

! Computation timeeduction compared to the reference sthhdardT protd/ T standard
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8. Generator setpoint changein Romania (RTU)

The scenario iftended tacheck thdidelity of generatowoltagesetpoint change

8.1. Scenario description

Generator(ROHY365 48.0 MVA) voltage setpoint (variable @VREF in AVR + PSS model,
seeFigure8.1) is changed at time 10 s in sequence file:

9 initial value of @VREF = 1.03814 pu
1 modified value of @VREF = 1.03814 pu + 10 % = 1.14195 pu

2
SET
POINT | gmer

/7' “UERET

Figure 8.1: Variable @VREF in AVR + PSS model

8.2. Simulation results

Numerical results of the simulation can be observelignre8.2. As expected, deliberate field
current change increases the reactive power owapdttherefore also the voltage on adjacent
nodes. Active power output remains the same.

An areawith low short circuit powewas chosen by evaluation of three parameters/criterions
taken at different freely selected nodes:

1 actual value of short circuitcrent on a node in the area;
1 the effect on the area of the prolongephase metallic short circuit;
1 generated power in the area.
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Figure 8.2 Numerical results: 1) Variable @VREF and field current, 2) Acive and reactive power of
the generator, 3) Voltage on the generator node, 4) Voltage on two nearby 110 kV nodes, 5) Voltage

on the closest 220 kV node
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8.3. Performance assessment

Results of our performance runs are presented in the table below, stawimgrovementof
45%, compared to the chosen referencgiven the simplicity of the scenarithe simulation is
also significantly faster than the 5 minutes target.

prototype | standard | reduction
CPU time 15s 21s 45%

8.4. Conclusions

As required in the specification, generatorlaw shortcircuit power areawas selected for
simulation purposed.he behaviour of the system is consistent with expectations: reactive power
andvoltage irtreasdollowing setpoint modification.

The simulation rungd5% faster than the reference and in significantly less than the 5 minutes
target thanks to the simplicity of the scenario.

! Computation timeeduction compared to the reference sthhdardT protd/ T standard
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3-phase fault on the EHV grid close to generators of Kalinin
NPP (SO UPS)

The scenario is a simulation of transit@yphase fault on 750 k¥uses of Kalinin NPP (close to
generators of Kalinin NPPI. he devel oped scenar iCleckingfiledity s
on machine stability and instabiléiyThe developed scenariodludes following events:

1 3-phase

fault at 750 kV buses of Kalinin NPP (node #517473).

1 Fault clearing.

Scenario description

At t=1 s. the metallic ®hase fault af50 kV buses of Kalinin NPEhode %17473) is simulated.

In the considered case the critical clearing time amounts 0.18 seconds. Simulation is performed

for marginally stable and unstable cases. The simulatistojgpedat t = 500 s

Simulation results

Voltage evolutionand Excitation systen6s out put ( Stabl e case)

Figure 9.1 and Figure 9.2 describe voltage evolutioat 750 kV buses of Kalinin NPRnode
#517473)and the output of the excitation system of the generator installed at Kalininsee

#517188)
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Figure 9.1: Voltage evolution at 750 kV buses of Kalinin NPP
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Active power and theangular position of the generator installed at Kalinin NPP (Stable
case)

The active power and the angular position of the generator installeiainkNPP are presented
onFigure9.3 andFigure9.4.

2004

1201 4

—F_machine_#1T188

ts

-580

o 3 : % i 10 12 " i 18 |

Figure 9.3: Active power of the generator installed at Kalinin NPP
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Figure 9.4: Angular position of the generator installed at Kalinin NPP

Voltage evolutonand Excitation systemds output (Unstabl

Figure 9.5 and Figure 9.6 de<ribe voltage evolution af50 kV buses of Kalinin NPRnd the
output of the excitation system of the generator installed at Kalinin NPP.
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Figure 9.5: Voltage evolution at 750 kV buses of Kalinin NPP
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Figure 9.6: Excitation systemb6s output

Active power and theangular position of the generator installed at Kalinin NPP (Unstable

case)
The active power and the angular position of the generator installed at Kalinin NPP are presented
on Figure9.7 andFigure9.8.
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Figure 9.7: Active power of the generator installed at Kalinin NPP
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Figure 9.8: Angular position of the gererator installed at Kalinin NPP
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Performance assessment

Results of our performance runs are presented in the table below, slhmoywmgemens of 35%
and 38% respectively for stable and unstable casesnpared to the chosen referendks for

all scenaridmplemented on IP&PS systemthe simulation time is also significantly below the
5 minutes target from functional specifications.

prototype | standard | reduction®

CPU time stable 31s 48s 35%

CPU time unstable 57s| 1min32s 38%
Conclusions

The prototype proved able to represent loss of stability of the generator (caused-fiilyaae3
fault). The behaviour is consistent with expectations.

The simulation run85% faster than the reference and in significantly less than the 5 minutes
target, as albcenarios implemented on the HBES system.

! Computation timeeduction compared to the reference sthhdardT protd/ T standard
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10. 3-phase fault on the EHV grid close a German power plant
(ESP)

This scenario simulates metallic-p®ase fault on the bus D0140111 (400 kV) in the
interconnected European and Turkish grid which is close tgeherator node DENU2997. The
consequences include:

1 Machine is stable after eliminating fault in less than t=0.5s
1 Machine is unstable after eliminating fault in more than t=0.505s

10.1. Scenario description

A metallic 3phase fault is created on the bus D01404tlime t=10s. It causes acceleration of
the machine DENU2997. The fault is eliminated at t=10.5s (for stable case) or at t=10.505s (for
instable case)

10.2. Simulation results

Stable case

Figures10.1 and 10.2 describe angle evolution in machine DENU2997 and voltage evolution in
bus D0140111 in stable case.

Unstable case

Figures10.3 and10.4 describe angle evolution in machine DENU2997 and voltage evolution in
bus D0140111 in wtable case.

voltage(kV)
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400 v =
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0 T T T T 1
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time(s)

Figure 10.1: voltage evolution at node D0140111 (stable case)
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Figure 10.2: angle evolution of machine DENU2997 (stable case)
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Figure 10.3: voltage evolution at node D0140111 (unstable case)
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Figure 10.4: angle evolution of machine DENU2997upstable case)

Performance assessment

Results ofour performance runs are presented in the table bsloewingimprovemens of 21
and 24% respectively for the stable and unstable casssmpared to the chosen referentkhe
simulation time is also belowhe 5 minutes target from functionaspecifications

prototype | standard | reduction*
CPU time stable 3min37g 4min36s 21%
CPU timgunstable | 3min32g 4min38s 24%

Conclusions

The prototype proved able to simulate faults leading to both stableursstdble generator
behaviour In bothcases, e behaviour is consistent with expectations.

The simulation runs in less than 5 minutes, as required in the functional specificatidns,
21%/24% faster than the referentreaddition the speed of simulation is robust to the stability or

instablity of the scenario.

! Computation timeeduction compared to the reference sthhdardT protd/ T standard
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11. 3-phase fault on the EHV grid close toCzech generators
(RTU)

The purpose of the scenario is to check the fidelity of machine stability and instability by
simulating afault on an extra high voltage nodehich causeghe loss of a stability of
synchronous machine. Marginally stable / unstable cases are found by the help of critical clearing
time simulation.

11.1. Scenario description

The test case is modifiedheA17 aut omaton ASTABI LI TY OR | NSTAB
is induded in the dynamic data file, sEgure11.1.

Edition x|

Ui

Figure 11.1: Insertion of A17 automaton in dynamicdata file

The fault issimulatedon the following node (although ihaybe placed at the beginning of any
line that is connected to the node in questidth similar results

C002281]1CZ area, 380 kV.

Nearby / most affected generators (they are fotorinstance, by retaining the fault for a long
enough time to observe the disconnection of the three generators):

1 CZLI3116 (400 MW), CZGA3117 (100 MW), CZGA3118 (100 MW)
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Marginally stable / unstable cases are found by critical clearing time simulatiomiCo mput at i on

Modul eo.

COOPERATION

Critical clearing timeis searched with 1ms accuracy (instead of required 10ms) to obtain more

accurate results.

To avoid the tripping of nearby generators due to voltage or speed criteria, the respective
automatons (All, A12) dhese generators are deactivated during simulation. This deactivation

is set in sequence file (.seq).

Simulation results

51.C \‘\‘
50.59
50.C1
49.5

49.C¢q

48.57
48.C
‘\\ /
47.5 \ J
T T T T T T T T T T T
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-50+

[RTU_CFMSI-s] MACHINE : CZGA3117 ANGULAR POSITION Unit: deg
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n

Figure 11.2: Marginally stable case (curves are shown starting from the time when thault is
cleared). Data of tvo of the three most affected generators presented
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The speed and angular position of two of the three most affected generators are presented in

Figure11.2 andFigure11.3.

In Figure 11.2 marginally stable case is presented (automation A17 detects a stable state). The

fault duration is equal to 8604s.

In Figure 11.3 marginally unstable case is prated (automation A17 detects an unstable state).

COOPERATION

The fault duration is equal to3B12s and it results in the stability loss of gener&dt 13116.
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Figure 11.3: Marginally unstable case (curves are showastarting from the time when the fault is
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11.3. Performance assessment

CPU time measurements from performance rumge given the following resultshowing an
important improvementf 29% for stable case and 23% for unstable aasepared to the

chosemreference.
prototype | standard | reduction’
CPU timd stable case 1min07s 1min34s 2%
CPU tim€ unstable case 1min10s| 1min31s 23%

The simulation time is alssignificantlybelow the limit required in functional specifications.

11.4. Conclusions

A metallic 3-phase faults applied inthe EHV gridclose to generatorand citical clearing time
is searchedMarginally stable and unstable cases simulated.

CPU timein all casesis significantly under 5 minuteeven in case of the stability loss of
gererator, and shows reductions of 29% and 23% respectively for the stable and unstable cases,
compared to the reference.

! Computation timeeduction compared to the reference sthhdardT protd/ T standard
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12. Simulation of a 3-phase fault onan extra-large system(SO
UPS)

The developed scenario r-l&rde esystem .The scenar®tis apr oc e d |
simulation of transitory threphase fault at 500V buses of Itatskaya substation (close to
generators of Berezovskaya SPH)e scenario includes following events:

1 3-phase fault at the 540/ buses of Itatskaya substation (hode 6)
1 Fault clearing.

12.1. Scenario description

At the time t = 3G the 3phag metallic fault is simulated at 56% buses of Itatskaya
substation. Critical clearing time of the fault amounts &.13imulation is performed for
marginally stable and unstable cadescase when simulation is unstable it is manually stopped
at t = 30.8s. Generator of Bratskay4PP (generator #805) is considered as reference machine to
determine stability loss of the generator8efezovskaya SRP

12.2. Simulation results

Voltage evolution
Figure12.1 describes voltage evolution 200 kV buses oftatskayasubstationtfode #).

w0a
u, kv

am

200

T B

a — T T T T
Ha I o s aLn s ixn 5 aa RN M

Figure 12.1: Voltage at500 kV buses of Itatskaya substation

Angular position

Angular positions of the generator installed at Berezovskaya SPP (generator 10)
and Bratskay&lPP (generator 805) are presented-mure12.2.
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Figure 12.2: Angular position of the generator installedat Berezovskaya SPP and BratskayblPP

Full time range of the transient (for marginally stable case) is presentéduwe12.3.
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Figure 12.3: Angular position of the generator installedat Berezovskaya SPP and BratskayblPP
(Stable)

12.3. Performance assessment

Results of our performance runs are presented in the table below, shamg@gnprovemens

of 60 and 52% respectively for the stable and unstable cgsasmpared to the chosen reference
The simulation time is also below the 5 minutes target from functional specificatialiiee the
reference version.

prototype | standard | reduction*
CPU time stable 2mird3s| 6min5ls 60%
CPU time, unstable| 1min45s| 3min39g 52%

The size of the system being larger than the one initially specified for our tests, those results
exceed expectations.

! Computation timeeduction compared to the reference sthhdardT protd/ T standard
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12.4. Conclusions

The prototype proved able tmrrectlyrepresent loss of stability @f generator (caused by a 3
phase fad) onthe extralargeUCTE + IPSUPS model
The simulation time provided by the reference EUROSTAG 4.5 exceeds 5 mivhrergas the

simulation in the gototype runs in less than 5 minutes as required in the functional
specificationsThe computation timeeduction reaches 60% and 52 % respectively for stable and

unstable cases, exceeding initial expectations.
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Voltage collapse in France (RTE)

The scenario is a simulation on the interconnected European and Turkish grid of a voltage
collapse in Francezaused by the simultaneous loss of 2 parallel lines between buses F0308411
and F0322411. The consequences include:

1 Voltage drop

1 Load tap changers activated to restore load voltage

1 Generators reaching their maximum reactive power capability
1 Generators triped by their undervoltage protection

1 Voltage collapse

Scenario description

The scenario follows the scheme of a typical voltage collapse.

Parallel 400 K lines between busd¥0308411 and F0322411 are opened at time t=1s. It creates
a 400 kV peninsula, polyrlinked to the 400 kV grid through the underlying 220 kV grid.

The peninsula being initially fed mainly by the 2 opened lines and transmissible power being low
on the underlying 220kV grid, voltage starts dropping on F0308411 side, while reactive
producton of the few nearby generation units increases: FRHYQZFFRHY2238 among others.

After 30 seconds, load tap changers start to restore voltage on loads side and then load values.

As a consequence, field currents and thus reactive injections of generst®RRHY2232 to
FRHY?2238 reach their limit. The voltage at their connection bus starts to drop.

Around t = 140s, the voltage on their connection buses esaamdervoltage protections
threshold, tripping the units and causing voltage to collapse irr¢he a
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Figure 13.1: Voltage collapse area description
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13.2. Simulation results

Voltage evolution
Figure13.2 describes voltage evolution in several places:

1 F0308411 which is part of the 400 kv peninsula: it is the initial connection bus of the
openedlines. Its voltage first drops to 320 kV, then decreases slowly with load
transformers changing taps, and collapses when generation units are tripped.

1 F0292521 : 220 kV bus in the underlying network, its voltage is regulated through
secondary voltage cowlr by units FRHY223238. Voltage evolution is similar to
F0308411, because the units reach their maximum reactive generation at time t=30s.

1 FMV01400: connection bus of a load in the area. Its voltage first drops to 26 kV then is
kept almost constant throligap changing until it collapses when generation units are
tripped.

voltage

(p.u)
1-’2 -~

1,0

0,8 l ':—.: : —V/(F0292521)

0,6 V(FO308411)
0.4 \C: —V(FMV01400)
' e

0,2

0,0 T T >

0 50 100 150
time(s)

Figure 13.2: voltage evolution

Reactive generation:

Figure 13.3 represents the participation of 2 generation units to voltage regulation in the area:

FRHY?2232 and FRCO2381. After a temporization (see corresponding macroblocks AVR+PSS

and AVR+PSS2), they both reach their field current maximum K@ p.u), around t=30s for

the first one and t=110s on the second one. Their reactive generation is then limited and the
voltage at regulated bus drops.
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Figure 13.3: generators participation

Tap changers:Figure13.4 represents the tap changes of the 2 levels of load transformers at load
FMV01400. As expected taps change to restore load voltaiijethey reab their limit, and lots
of transformers get involved in the process: 25 transformers change more than 10 taps.
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13.3. Performance assessment

CPU time measurements fromar performance runs gave the élling results for that scenario,
showingan important improvement45%,compared to the chosen referencehe simulation
time is also belovthe 5 minutes target ofunctional specifications.

prototype | standard | reduction
CPU timeg 4min42s 8min32s 45%

13.4. Conclusions

The prototype proved able simulatea complexscenario containing all the characteristic steps

of avoltagecollapse: from the line opening that triggers the sequence to load restoration through

tap changerand finally the action of underltage relays.

The simulation runén less than 5 minutes, as required in the functional specifications, showing
important improvement compared to state of the art.

I n particul ar, i t 6s athedageamoupt®brdakdovnaaf theetime onsi de
step caused by the numerous tap changes.

! Computation timeeduction compared to the reference sthhdardT protd/ T standard
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Voltage collapsan France (ESP)

The scenario simulates voltage collapse in France, caused by tripping 3 lines between buses
F0255911 and F0264911, F0255911 and F0294H0265211 and F0293711, on the
interconnected European and Turkish grid. The consequences include:

f
1
1
1
f

Voltage drop

Load tap changers activated to restore load voltage
Generators reaching their maximum reactive power capability
Generators tripped by their urrgteltage protection

Voltage collapse

Scenario description

The 400 kV lines, connecting noddé€255911 and F0264911, F0255911 and F0294711,

F0265211 and F029371tips at the time t=1s. It causes significant voltage deviations in the

nearest 220 kV grid, with mainly fed by nearest generation units FRHY1957 to FRHY1959,

FROI1960 to FROI1965 and FROI2130 to FROI2136 and the deficit is covered by flows from
400 kV grid.

aaaaaa

sssssss

Fozseozt

Fozseezs

nnnnn

mmmmmm

T

Figure 14.1: scenario scheme

The scheme of the network part under consideration is shokiguae14.1.
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Simulation results

Figure 14.2 describes voltage evolution during voltage collapse. The three mdld¥ 1959,
FROI1960 and FROI2130 are generator notbetongingto three different power plants
connected to the deficit 220 kV under consideration.

The voltages decrease steadily as the load restores by the action of OLTC. As seen from the
figure voltage begins to decrease faster after excitation current limiter time delay has expired
consequently at all three plants generators.

Finally undervoltage potection trips generators which are still remain at work at time t =
237.9s.

Voltage (kV)
25

20 +

15 —— FRHY195¢
—— FROI1960
FROI2130

10 -

0 T T T T T T T )
0 50 100 150 200 250 300 350 400

time (s)

Figure 14.2: voltage evolution

Reactive power evolution during the process is shown at the figue The reactive power
starts to rise as tap changers restore geltand reactive power consumption at load level.
Generators drop reactive power output by the action of excitation current limiters after some

delay.

Reactive power
120 (MVA)

100 - =

80 t;““__

60 -

e FRHY 195€
= FROI1960
40 FROI213C

20

0 T T T T T T T 1
0 50 100 150 200 250 300 350 400

time(s)

Figure 14.3: reactive power evolution

The following tap changers were activated and changed at least 14 taps.
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Variation of Variation of
Branch name transformation Branch name transformation

ratio ratio
F0265121-FHV00889-1 -16 FMV00356-FHV00356-1 -14
FHV00889-F0265121-1 -16 F0343321-FHV00303-1 -14
FHV01331-F0289021-1 -15 FMV00383-FHV00383-1 -14
F0293711-FHV00712-1 -15 F0335221-FHV00335-1 -14
FHV00712-F0293711-1 -15 F0243021-FHV00099-1 -14
FHV00222-F0255021-1 -15 FHV00736-FMV00736-1 -14
F0311321-FHV00383-1 -15 FHV00889-FMV00889-1 -14
F0255021-FHV00222-1 -15 FHV00356-FMV00356-1 -14
FHV00383-F0311321-1 -15 FMV00787-FHV00787-1 -14
F0289021-FHV01331-1 -15 FHV01069-F0338521-1 -14
F0265321-FHV01428-1 -14 FHV00303-F0343321-1 -14
F0326621-FHV00736-1 -14 F0293812-FHV00606-1 -14
FHV00099-F0243021-1 -14 FMV00736-FHV00736-1 -14

14.3.

Table 14.1: List of transformers which tap position changed by 14 and more taps.

COOPERATION

Names of the madtes which are stopped during evolution of the voltage collapse are shown in

the tablel4.2.

Names of the machines which were tripped by
undervoltage protection
FRHY1842 FROI1965
FRHY1957 FROI2130
FRHY1958 FROI2131
FRHY1959 FROI2132
FROI1960 FROI2133
FROI1961 FROI2134
FROI1962 FROI2135
FROI1963 FROI2136
FROI1964 FRHY2432

Table 14.2: List of generators tripped by undervoltage protection

Performance assessment

CPU time measurements from our performance runs gave the following results for thabscenar

showingan important improvement47%, canpared to the chosen referenc&he simulation
time is far less than 15 minutes, but remaimseverthelesslightly abovethe 5 minutestarget
from the functional specifications

14.4.

prototype

standard

reduction*

CPU timg

6min09s

11min49g

47%

Conclusions

The prototype proved able to simulate all the events which may occur during voltage collapse
situation evolution. They include line tripping, generator trippingpmatic transformer tap
changing andindervoltage protection action

! Computation timeeduction compared to the reference sthhdardT protd/ T standard

Date: 26/06/2012

Page: 53

DEL_WP64 D63 Part31 full_accuracy_simulation



PEGASE

COOPERATION

The computation timeshows a reduction of 47%ut remains nevertheless slightly above the 5
minutes target from the functional specifications.
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15. Centralized voltage control and voltage collapse in France
(ESP)

This scenario simates centralized voltage control activation during voltage collapse in France,
caused by tripping 3 lines between buses F0255911 and F0264911, F0255911 and F0294711,
F0265211 and F0293711, on the interconnected European and Turkish.

The consequences inde:

1 Voltage drop
1 Load tap changers activated to restore load voltage
1 Generators reaching their maximum reactive power capability
1 Generators tripped by their undervoltage protection
1 Voltage collapse
1 Activation of centralized voltage control in the area
15.1. Scenario description

The scenario is based on the voltage collapse scates@ibed irchapterl4.

The 400 kV lines, connecting nodé¥255911 and F0264911, F@GZ1 and F0294711,
F0265211 and F029371tips at the time t=1s. It causes significant voltage deviations in the
nearest 220 kV grid, which mainly fed by nearest generation units FRHY1957 to FRHY1959,
FROI1960 to FROI1965 and FROI2130 to FROI2136 and #iitlis covered by flows from

400 kV grid.

Also it causes activation of centralized voltage control acting to recover voltage in the area. The
centralized voltage control macroblock measures voltage okM@is F0255911and produces
LEVEL variable to adjust reactive power output of the generators under centralized control
(FROI1960 to FROI1965 and FROI2130 to FROI2136). At each generator a bias to AVR signal
(DUQCL) is then calculated. Therefore two power plants with several generating units ofi each o
them are controlled by central control macroblock.

Besides secondary voltage control was modelled on all other power plants in the system: in this
case centralized control measures voltage on the HV bus of each power plant.

15.2. Simulation results

In figure 15.1, LEVEL variable evolution is shown. As voltage collapse progresses the LEVEL
variable rises up to its limit to stimulate reactive power output.

LEVEL
variable(p.u.)

A
e
_

0 100 200 300 400 500 600
time(s)

Figure 15.1: centralized control output signal (LEVEL)
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In figure 15.2 are shown AVR signals on two generators under centralized control. A bias
introduced by the centralized control may be observed at this figure.

AVR signal(p.u.)
0,25

0,20 /
0,15

=== AVR(FROI196C

== AVR without DUQCL(FROI19€
0,10 (’
0,05 '

100 200 300 400 500 600

0,00

-0,05
time(s)

AVR signal(p.u.)

0,30

0,25

0,20

= AVR (FROI213(

=== AVR without DUQCL(FROI21%
0,15 /

0,10

0,05

[TWRE

0,00

100 200 300 400 500 600

-0,05

time(s)

Figure 15.2: centralized voltage control bias in the AVR signal

Performance assessment

CPU time measurements from our performance runs gave the following results for that scenario,
showingan important improvement, 8%, compared to the chosen reference.

The simulation timeneverthelesss abovethe limit required in functional specifications.

prototype | standard | reduction
CPUtimg 5min53s 11minl8s 48%

! Computation timeeduction compared to the reference sthhdardT protd/ T standard
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15.4. Conclusion

The prototype has proved to be able to simulate scenarios with centralized control by
macroblocks involved.

Simulation time is above that required by specification.
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16. Voltage collapse in Italy RTU)

The scenario intended tosimulae voltage collapse iftaly, caused byradualloss ofseveral
380 kV and 220 kV transmissidimes. The cosequences include:

1 Voltage drop.

1 Onload tap changers activated to restore voltage
1 Generators reaching their maximum reactive power capability
1 Generatorsripped by their undevoltage protection
1 Voltage collapse
16.1. Scenariodescription

In order toachieve the voltage collapse without disconnecting and changing the parameters of
too many power system elements, remote area that consumes reactive power has been looked for.

The base test cadge slightly modified in order to create the circumstancesthaf voltage
collapse Following changeareimplemented:

1 Reduction of reactive capability of some nearby gepesaiTOI3795, ITOI3796,
ITOI3798,andITOI3799. Two parameters of AVR+PSS model are changed for these
generators. The first one is IFDLIMchanged from 3.05 to 1.9), the second is
IFDSEUIL (changed from 3.27 to 2.0).

IIFDLIM |1.9
IIFDSEUIL |2.
Figure 16.1: Reduction of reactive capability of TOI3795, ITOI3796, ITOI3798, ITOI3799
generators

1 Undervoltage protection hlresholds ofITOI3795, ITOI3796, ITOI3797, ITOI3798
ITOI3799 generators are increased from 0.7 to 0.8 pu. Respectiveodtapresholds
therefore are also increased, s&gure16.2.
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Figure 16.2: Increase of inder-voltage protection thresholds of ITOI3795, ITOI3796, ITOI3797,
ITOI3798, and ITOI3799 generators

Two 380 kV lines and three 220 kV lines are gradually opened (at 1.1 s,1.2s,1.3s, 1.4 s, and
1.5 s) leaving as a result a relatively small region in Italy that is connected to the rest of the
system via single 220 kV line, seegure16.3.

Buses in the affected area:
T 380kV:10516811 10516111

T 220 kV: 10560822, 10517522, 10560722, 10510322, 10516922, 10546122, 10525322,
10544722, 10523422.

Someselectedbuses nearby thaffectedregion (they can be useful to analyze voltage profile
nearby the considered area):

T 380 kV: 10557711 10546511
1 220 kV: 10554022 10507022
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Figure 16.3: One-line diagram of the affected area in Italy (380 kV lines are depicted in red, 220 kV
lines are shown in blue, and the line that connects weakened region with the rest of the system is
highlighted with an arrow)

The considered region experiences reactive power deficit andyeatt@p that is compensated
by:

1 reactive power flow from the remaining 220 kV line (10523403150221),
1 reactive power generated by local generators,
1 onload tap changer operation.

Nevertheless taphangers reach their limit and reactive power incrdasm generators is
insufficient to restore voltage. Voltage in the area continues to decrease until the minimum
voltage relays disconnect five generatdi®OI3795, ITOI3796, ITOI3797, ITOI3798 and
ITOI3799 resulting in voltage collapse.

Simulation results

Figure16.4 shows the reactive power flow through the remaining transmission line that connects
two regions as well as voltage profiles on two buses inffeetad region.
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Figure 16.4: 1) Reactive power flow in the line that connects two regions, 2) Voltage profile on one
380 kV and one 220 kV bus in the affected region

In Figure 16.5 voltage profiles on two buses outside the affected region (but close to it) are
presented. It can be seen that the permissible voltage level is maintained in the rest of the system.
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Figure 16.5: Voltage profile on one 380 kV and one 220 kV nearby the affected region

Figure 16.6 represents the participation géneratorlTOI3795 tovoltage control in the area
After generatorreacles the limit of field current reactive power generation isrestrictedand
voltage atheregulated bus drops.
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Figure 16.6: Voltage control by generatorITOI3795: 1) Reactive power output, 2) Machine field

current, 3) Voltage at the noddTOI3795

Figure16.7 shows the operation of donad tap changer at nod@s46122in the affected area. It
can be seen that the lowest tap is reached during the regulation process.
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Figure 16.7: Operation of on-load tap changer: 1) Voltage at 10546122 node, 2) Taps of the

transformer that is connected to this node

Performance assessment

CPU time measurements from performance ruage given the following resultshaving an
important improvemenf 35%compared to the chosen reference.
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prototype | standard | reduction
CPUtimg 4min26s 6min52 35%

The simulation timdor the prototypés below the limit required in functional specifications.

Conclusions

The prototype provedb beable to simulate complex scenario containing all the characteristic
steps of a voltage collapse: from the line opening that triggers the sequence to load restoration
through tap changers and finally the action of unddtage réays.

The simulatioron the prototype is completed liess than 5 minutes, as required in the functional
specifications

As required in the specifications, at least 10laad tap changers are activated during the
simulation.

AUTOMATON A14/10510322IHV00320-1 SWITCHES TAP FROM POSITION 14 TO 13
AUTOMATON A14/10546122IHV00637-1 SWITCHES TAP FROM POSITION 14 TO 13
AUTOMATON A14/10544722IHV009381 SWITCHES TAP FROM POSITION 13 TO 12
AUTOMATON A14/10516922IHV01001-1 SWITCHES TAP FROM POSION 14 TO 13
AUTOMATON A14/10517522IHV010081 SWITCHES TAP FROM POSITION 15 TO 14
AUTOMATON A14/10516111IHV01017-1 SWITCHES TAP FROM POSITION 15 TO 14
AUTOMATON A14/10525322IHV01240-1 SWITCHES TAP FROM POSITION 16 TO 15
AUTOMATON A14/10523422IHV01394-1 SWITCHES TAP FROM POSITION 13 TO 12
AUTOMATON A14/10514911IHV00461-1 SWITCHES TAP FROM POSITION 15 TO 14
AUTOMATON A14/10547322IHV006741 SWITCHES TAP FROM POSITION 11 TO 10
AUTOMATON A14/10546511IHV01066-1 SWITCHES TAP FROM POSITION 14 TO 13
Etc.

The required number of activated generator field limiters is obtained as well.

! Computation timeeduction compared to the reference sthhdardT protd/ T standard
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17. Thermal cascade leading to a system splitting, under
frequency load shedding and resynchronization in the
IPSUPS (SO UPS)

The devel oped scenar iBxtremeechse thermal cascade Isadingpgaao ¢ e d u
system splitting, undefrequency load shedding and-sgnchronization . The scenario
simulation on the IPSUPS grid of thermal cascade leading to a system splitting, under

frequency load shedding andsenchrolization The consequences include:

1 750 kV interconnection Leningrad substationKalinin NPP (40399%174731) is
tripped

1 Interconnections between IPS (interconnected power system) of Center and IPS of

North-West and Belorussia are overloaded.

The linesare tripped due to action of the emergency (thermal) protection.

System splitting.

Frequency in the IPSs of Noftest and Belorussia decreases.

Action of the UFLS.

Frequency restoration.

Re-synchronization.

E R

17.1. Scenario description

The total active power import of the NoithNVest and Belorussian power systems amounts 2681
MW (1622 MW and 1059 MWespectively).

Att =5 s. the 750 kV transmission liheningrad substation Kalinin NPP (4039991 517473i

1) which connects the poweystems of Centre and Norilvest opens. These event causes
overload on interconnections between power systems of Centre andWestrand Belorussia
(seeFigurel7.1).

Due to action of branch overcurrent protection, the transmission lines 750 kV Smolensk NPP
Belarus substation (518540706965-1); 330 kV Bologoe substatioh Okulovsk substation
(5174581 404438-1); 330 kV Roslavl substatioh Krichev substation (52281 709640-1);

330 kV Talashkino substatidnVitebsk substation (85097 706935-1) are tripped.

The power system is split into two parts. Power systems of NlOAtest, Belorussia and Baltia
are working in parallel being islanded from the rest of IB8UPS power system. The active
power deficit leads to frequency decrease in the power systems ofIN&#ist Belorussia and
Baltia.

To prevent dangerous frequency reduction the ufréguency load shedding in the power
systems of North West and Belussia is triggered. UFLS is modelled with the application of
user automationi LSF macroblock.

At t = 50 s. when the frequency restores to its normal value the existing island and the remaining
power system are +&nchronised by simultaneous closing lo¢ transmission lines Smolensk
NPP i Belarus substation (518540 706965-1); 330 kV Bologoe substation Okulovsk
substation (517458 404438-1); 330 kV Roslavl substatioh Krichev substation (518528
709640-1); 330 kV Talashkino substatidnVitebsk substation (518509 706935-1); 750 kV

Kalinin NPP1 Leningrad NPP (403999174731).

At 't = 60 s. the load (in North West and Belorussia powers systems) tripped by the action of
UFLS is put back into operatioBimulation is stopped at t=500s
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Figure 17.1: Area description

Simulation results

Evolution of the power flows through the interconnections

The events happening during current complex contingency are illustrated Bjgthre 17.2,

which represents behaviour of the actppewer flows through the interconnectiobstween
Centre and Northi Westand Belorussigpower systemslt should be noted that the total power
flow from the IPS of Centre to the IPS of NoittWest remains the same after the contingency.
Lines tripping, resynchronization of two separated parts of the power system, load restoration
and successful damping of the posemergency oscillations (by= 120 s.) presented on the
curves leads us to a conclusion that the implemented scenario meets the requirements stated in
specifications.

Figure 17.2: Power flows through interconnections between Centre ahNorth i West power systems

Frequencyevolution

Frequency evolution in both separated parts of IPSUPS power system (One part comprising
NorthT West, Belorussia, Baltia and second part including the rest of IPSUPS) is presented on
Figurel7.3.

Power deficit in the Nortfi West and Belorussian power systems causes significant frequency
reduction (up to 48.7 Hz). Frequency restores to its nominal value due to the BEt&
automation. Thn at t = 50 $wo separated parts of the IPSUPSrarsynchronized.
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